becomes more difficult when there are
fewer images. The measurement infor-
mation alone is not sufficient to per-
fectly determine the 3D target structure,
and the inversion is extremely sensitive
to noise and modelling errors. These
problems can be overcome by comple-
menting the insufficient data with a
priori knowledge about the target, in
other words by using regularisation.

One way to regularise the tomographic
reconstruction problem is to promote
sparsity in the spirit of [1,2]. This means
expressing the unknown image in terms
of suitable building blocks and requiring
that as few building blocks as possible
are used. Traditional choices for
building blocks include sines and
cosines arising from fast fourier trans-
form (FFT) and multiscale constructions
such as wavelets. Both of them have
serious shortcomings in the context of
tomography, however. FFT is not good
for local details as sines and cosines
span the whole image area. Wavelets in
turn, make it possible to zoom in to
details, but they are not economical for
representing jumps in X-ray attenuation
along tissue boundaries, the very things
doctors most often want to see.

Figure 1: Three reconstructions of a walnut.

The shearlet transform [3] is optimal for
representing jumps along curves in
images. The optimality is achieved by
making the finer-scale building blocks
more and more elongated as they
become smaller. Additionally, the
smaller these needle-like image atoms
are, the more possible orientations they
have. Thus, shearlets allow faithful fol-
lowing of tissue boundaries.

Figure 1 shows three reconstructions of
a walnut. (The data is openly available
for experimentation, see [L1]. On the
left is reconstruction from comprehen-
sive data with 1200 X-ray images. Note
the high level of detail delivered by the
standard FBP algorithm. The middle
and right images are reconstructions
computed from the same subset of only
20 X-ray images taken all around the
walnut. The middle image shows FBP
reconstruction; we remark that FBP was
never designed for this kind of data with
large angular steps between projection
directions. Shown on the right is recon-
struction based on shearlet sparsity.

The high quality of the sparse-data
walnut reconstruction inspired my team
to collaborate with Professors Miika

Nieminen and Simo Saarakkala at Oulu
University Hospital, Finland. Together
we aim to take shearlet-sparsity regular-
isation to clinical practice, speeding up
radiological examinations and reducing
harmful radiation doses to patients.

Link:
[L1] http://fips.fi/dataset.php

References:

[1] I. Daubechies, M. Defrise, and C.
De Mol: “An iterative thresholding
algorithm for linear

inverse problems with a sparsity
constraint”, Communications on pure
and applied mathematics, 57, 2004.
[2] K. Hamalainen, et al.: “Sparse
tomography”, SIAM Journal of
Scientific Computing 35, 2013,
DOI:10.1137/120876277

[3] G. Kutyniok, D. Labate: “Shearlets:
Multiscale Analysis for Multivariate
Data”, Birkhéuser, 2012.

Please contact:

Samuli Siltanen
University of Helsinki
+358 40 594 3560
samuli.siltanen@helsinki.fi

3D Flashback: An Informative Application

for Dance

by Rafael Kuffner dos Anjos, Carla Fernandes (FCSH/UNL) and Joao Madeiras Pereira (INESC-ID)

Viewpoint-free visualisation using sequences of point clouds can capture previously lost
concepts in a contemporary dance performance.

The BlackBox project aims to develop a
model for a web-based collaborative
platform dedicated to documenting the
compositional processes used by chore-
ographers of contemporary dance and
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theatre. BlackBox is an interdiscipli-
nary project spanning contemporary
performing arts, cognition and com-
puter science.

Traditionally, performing arts such as
dance are taught either by example or
by looking at individual artist-driven
scores on paper. With different dance
movements emerging during the com-

33



Special Theme: Computational Imaging

34

First Viewpoint

b o———

- o

Thirdlliewpoint

P

Figure 1: Example of our capture setup (left), and timeline visualisation of a recorded improvisation session.

position of a new choreography, and the
difficulty of creating a controlled
vocabulary of movements to compose a
score, watching videos of previous per-
formances or of rehearsals is often the
way to learn a specific dance. However,
an ordinary video is not sufficient to
communicate what is envisioned by the
choreographer [1] since a video is
restricted to a single point of view. This
introduces ambiguity when occlusions
occur between different dancers or
props within the performance.

Previously published work on three-
dimensional motion capture for dance
has resorted to markers in the dancer’s
bodies for skeletal reconstruction, or
happened in a controlled environment
such as a laboratory. These approaches
are not viable for our goal of capturing
the creative process of a choreographer.
The creation of a play happens in a very
timely restricted schedule and is in con-
stant evolution. To capture the transient
concepts in the studio, our setup must
be mobile, and capture not only skeletal
information, but also more context
about the rehearsal space.

We are developing an application,
called 3D Flashback, which captures a
sequence of point clouds using a
Kinect-based wide-baseline capture
setup, then uses this data to create a
viewpoint-free visualisation of a given
performance without the restrictions of
previous systems.

We developed a network-based syn-
chronisation and calibration software in
collaboration with the Visualisation and
Intelligent Multimodal Interfaces
(VIMMI) group from INESC-ID. It
allows us to quickly deploy and grossly
calibrate our Kinect-based capture

setup using the human skeleton tracking
feature from Kinect, which can be
refined on more challenging scenarios
by matching different views of a
streamed point cloud.

Our early approach was applied to a
contemporary dance improvisation sce-
nario, where a simple visualizer was
developed to show annotations made on
a 2D video on a 3D point cloud
sequence [2]. An existing annotator was
extended to correctly assign 3D coordi-
nates to the point cloud. The length of
recording constraint imposed by a naive
representation was a problem, since
each improvisation session lasted for
twenty minutes.

Currently the main research challenges
are the representation and compression
of the recorded point cloud datasets, and
their visualisation. We are focused on
further developing current image-based
representations for video-based ren-
dering, so they can be efficiently
applied in a wide-baseline scenario.
Regarding visualisation, we are
working on improving current surface
splatting techniques for better results on
close-ups, and faster rendering which
takes advantage of an image-based rep-
resentation.

The BlackBox project is funded by the
European Research Council (Ref.
336200) and hosted at FCSH-UNL,
Lisbon, Portugal and runs from 2014 to
2019. During this five year period we
will be collaborating with three dif-
ferent choreographers. These realistic
scenarios will be used to validate our
developed system and solution for
video-based rendering and build upon
our previous prototype for a video
annotation application. The web-based

collaborative platform will contain the
results of our studies, where users will
be able to browse annotated three-
dimensional videos explaining the
respective authoral creative processes
and specific concepts underlying the
performances.

Link:
http://blackbox.fcsh.unl.pt/
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