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Figure 1: Two different styles visible in our watercolour renderer: a screen-space approach [LMHB00], and an object space approach
[Mei96].

Abstract
Temporal coherence is a long-standing issue within Non-Photorealistic Rendering (NPR). The problem has been defined as a
trade-off between the three main factors: flatness, temporal continuity and motion coherence. Approaches that improve temporal
coherence are applied across different styles within diverse animation contexts. We have implemented a watercolour renderer
that supports multiple temporal coherence approaches in a unified system to investigate this trade-off. The approaches are then
evaluated against existing work, with consideration of how external factors including animations and textures may influence
perceived incoherence.

CCS Concepts
• Computing methodologies → Non-photorealistic rendering; Animation; Perception;

1. Introduction

Non-Photorealistic Rendering (NPR) refers to rendering techniques
that target visual styles beyond physical realism. It has proved it-
self a valuable tool in the film and video game industries to help
tell stories and distinguish new work. To replicate characteristics
of traditional art, random generation is used to procedurally create
features like brush strokes and pigment effects but can cause dis-
tracting temporal artifacts when animated. This problem is related
to temporal coherence, specifically to the consistency of stylization
features and their movement between frames.

Bénard et al. [BBT11] defines temporal coherence as a prob-
lem of balancing three factors: motion coherence, temporal conti-

nuity and flatness. In this poster we refer to this as the temporal
coherence trade-off. Notably, they illustrated how these three com-
ponents are contradictory, and how different combinations of each
induce specific artifacts (Figure 2).

While there have been several works trying to address this issue,
they usually target different artistic styles where different aspects
of the trade-off have higher relevance. As a result, individual sys-
tems are not conducive to comparative studies of factors or unified
explorations of the trade-off.

To establish a unified scope of the temporal coherence trade-off
and its comparative study, we have implemented eight different ap-
proaches based on six published methods [BKTS06,BBT09,KP11,
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Figure 2: The three different extremes of temporal incoherence pre-
sented by Bénard et al [BBT11] alongside the visual artifacts they
produce, referred to as the ’temporal coherence trade-off’

BSM∗07, LMHB00, Mei96] that address aspects of temporal co-
herence trade-off. Our implementation uses a simple watercolour
renderer to verify the impact of this trade-off in a constrained sce-
nario. Using an interactive demo, we discuss the extent of its impact
to the perceived quality of the result.

2. The Temporal Coherence Trade-Off

Popping and flickering refers to how primitives and artifacts used in
stylization appear and disappear discontinuously between frames.
Initial work has considered this undesirable due to how the human
visual system (HVS) is highly sensitive to flicker, particularly in the
near periphery [SHB∗17], hence these artifacts can unduly attract
attention to an unintended region. High amounts of flickering can
typically be related to motion coherence, as primitives attach them-
selves to the underlying motion of a surface, which may move so
quickly that strokes ’scintillate’. Alternatively, popping and flicker-
ing can be caused by viewpoint changes, especially in 3D where
theses changes also affect silhouettes. Errors in primitive place-
ments at silhouettes can lead to strokes inconsistently appearing
and disappearing resulting in popping and flickering.

To avoid popping and flickering many techniques will make
marks or textures static, ensuring they never change between
frames and in turn increasing temporal continuity. This induces
the shower door effect, where the stylization has no correlation to
scene motion. In highly animated scenes, incorrect motion percep-
tion may have a more adverse effect than flickering.

Flatness is the perception of a lack of three-dimensionality in the
rendered objects. It relates to the other two aspects in the fact that
in the absence of binocular disparity motion becomes an important
component of our depth perception. In NPR animations, flatness
is targeted due to its appearance in traditional hand-drawn anima-
tions where flatness typically arises from the drawing process itself.
To avoid a 3D appearance, previous work has focused on ensuring
stylization elements are disconnected from the underlying geome-
try (e.g. maintain size with depth) or by ensuring marks are placed
screen space.

3. Prototype

We adapt the presented techniques to fit a naive watercolour ren-
dering implementation in a real time renderer, allowing control of
different parameters from each method. We chose watercolour ren-
dering as it has a wide range of acceptable representations contem-
porary media, and is simple to implement. This means we are able

Figure 3: Apple [Tah20] and Mushroom Wonderland scenes
[MV20] [Edw19] [BSl17].

to meaningfully adapt work that was done in other styles. The ren-
derer was implemented using the OpenGL API with a simple UI
for controlling parameters.

The implementation is based on the work by Bosseau et al.
[BKTS06]. 3D objects are rendered using a cel-shader and the
colour modification model introduced by Bosseau et al. [BKTS06]
to simulate limited colour palettes. Edges are detected using a
simple Sobel filter, and noise is generated [KP11], retrieved from
2D textures [BSM∗07, CDLK20, LMHB00] or from 3D textures
[BBT09] to replicate pigment density effects†.

Edge wobbling is applied using substrate texture information
[MCS19] and a global strength parameter. Both pigment effects and
darkened edges are applied with the colour modification model be-
fore the substrate is applied to the entire result in screen space. The
key difference in the implemented approaches is the source or ma-
nipulation of this noise, which will be discussed in the following
section.

4. Evaluation

We evaluated all eight approaches, further detailed in Sections 4.1-
4.3, using the two scenes depicted in Figure 3. The the Apple
scene contains a single object with a realistic texture and all possi-
ble movements animated in a loop (image plane translation, depth
translation, rotation in place). The Mushroom Wonderland scene
depicts more complex motion (mushroom characters waddling)
and parallax cues, but overall simpler objects with mostly single
coloured textures. All of the following interactions can be verified
through our demo, or supplemental video.

4.1. Flat and Temporally Continuous.

For the initial approach, we map the noise texture with screenspace
coordinates following the work of Lake et al. [LMHB00]. This is
the definition of a shower door effect (Figure 2 center), and it is eas-
ily verifiable that it preserves the feeling of flatness and temporal
continuity (Figure 4a). The approach from Breslav et. al [BSM∗07]
has the goal of reducing the shower door effect by moving the tex-
ture in screenspace based on the movement object samples in 3D (a
similar approach has also been applied to watercolour [BKTS06] ).
We find that it does indeed preserve the flatness, and increases the

† 2D textures are from https://opengameart.org/content/
700-noise-textures and 3D textures are from https:
//github.com/Calinou/free-blue-noise-textures/
tree/master
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(a) [LMHB00] (b) [BSM∗07] (c) [KP11] with α ≈ 1

Figure 4: Trade offs for flat and temporally coherent techniques.

motion coherence for translating motions. However, for rotations in
the Apple scene we found that shower door was still visible. When
combined with detailed textures, the combination of flat noise and
perspective-distorted apple texture exaggerated the shower door ef-
fect. On more complex motions, we found that the watercolour pat-
tern tends to still be incoherent with motion, which may have an
effect that is visually worse than showerdoor, as it gives a different
motion cue than the desired one. Thus we consider the increase in
motion coherence to be motion dependent for this second approach
(Figure 4b). The work from Kass and Pesare [KP11] also aims to
remove showerdoor effect by tracking noise samples according to
the scene’s motion. We notice popping was still present in disocclu-
sions, where new noise samples need to be introduced (Figure 4c).
In this approach, it is simple to achieve total motion coherence by
increasing the α parameter which increases the amount of frames
before full regeneration of noise. However motion coherent noise
samples gave the perception of a 3D appearance in the Apple scene,
as their movement was easy to track.

4.2. Continuous and Coherent: 3D

(a) Noise textured ob-
ject space

(b) [Mei96] in object
space

(c) [Mei96] in screen
space

Figure 5: Trade-offs for continuous and coherent techniques.

If flatness is not a goal, a watercolour renderer can be achieved
by mapping our noise texture to the object, using its own texture co-
ordinates (Figure 5a). While this may sound like a naive approach,
it is in fact what happens in cases where artists manually paint tex-
tures on objects, with the distinction that our textures are consider-
ably simpler.

In order to have more flexibility in our watercolour style rep-
resentation and explore the tradeoffs existing in an object space
approach, we adapted our renderer to perform splatting [Mei96],
which is a common paradigm in painterly rendering. The cel-
shading pass was replaced by generating a controllable number of
splats per triangle using a geometry shader. Every triangle in the
mesh will generate a random distribution of splats that are ensured
to stay the same per frame, as splats are always generated based on

the same seed values. For our brush textures we randomly select
from three noise textures [Stu21] with circular faded edges using
the same consistent per-triangle values. We compare two alterna-
tive splatting approaches; object oriented and screen space splats.

We find that for the object-space splats, we could still perceive
a significant level of flatness in the Apple scene, which was con-
trary to what can be noticed in similar painterly work [dARLP18].
The perceived flatness here was considerably higher than the naive
object texturing approach. We attribute this to the fact that the splat-
ting approach removes high frequency patterns present in the real-
istic apple texture, which serve as a depth cue that can be tracked
in rotating motion. Moreover, with soft edged splats used to repli-
cate the watercolour style (differently from typical painterly ap-
proaches), individual splats are harder to track with object motion,
contributing to the flat appearance (Figure 5b)

When splats are oriented towards the screen, we could notice a
flatter appearance, as they are of equal size throughout the whole
scene. This comes with the side-effect of popping artifacts being
significantly more visible in rotating motions (Figure 5c).

4.3. Flat and Motion Coherent

(a) [KP11] with α = 0 (b) [BBT09] (c) [CDLK20]

Figure 6: Trade-offs for flat and motion coherent techniques.

Finally, if we consider motion coherence to be highly desirable,
the tradeoffs would be reducing the perceived flatness to increase
temporal continuity, or the opposite. If we consider a naive ap-
proach of having a new noise texture at every frame, it would not
be temporally consistent, but it could be considered motion coher-
ent, as the noise representing watercolour splats does not serve as
a cue for motion due to their randomness. In fact, this is what the
approach from Kass et al. [KP11] without tracking samples would
look like (Figure 6a). Given the considerations in Section 4.1, we
find that controlling α is great example of a tradeoff between mo-
tion coherence and temporal continuity without influencing flat-
ness.

In cases where objects are moving closer and away from the
screen, fractalization approaches that blend different noise scales
can reduce flickering, thus enforcing temporal continuity, and not
sacrificing motion coherence. The work from Bénard on dynamic
solid textures [BBT09] is one example. In our implementation we
noticed that they achieve a flat look for objects in movements along
the viewing direction, as the fractalization approach removes mo-
tion cues, however, they do not adress the 3D look from rotating
motions. This, interestingly, is the opposite of what was noticed in
the work from Breslav et al. [BSM∗07] (discussed in Section 4.1).
The work on meta textures [CDLK20] adresses this in a similar
way, but by using a 2D texture instead of a 3D one, they achieve
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a flatter look in translating motions. However, there are increased
popping and flickering artefacts depending on the underlying ge-
ometry.

5. Conclusion

From the evaluated techniques, we find that there is indeed evi-
dence of a perceived trade-off between those three goals; flatness,
temporal continuity and motion coherence. However, the effective-
ness of different techniques is closely related to motion and texture
content of the visualized objects. Particularly for rotations, Coher-
ent noise [KP11] and Dynamic solid textures [BBT09] fail to keep
flatness on rotating motions. Dynamic 2D patterns [BSM∗07] is
able to preserve it, but creating a shower door effect in the same
scenario. Future work should look into combining these factors us-
ing higher level understanding of the rendered scenes.

There are, however, two other considerations to raise from our
evaluation. Firstly, both Motion coherence and Temporal continu-
ity can be used in NPR work as a stylistic choice and increase
the perceived quality of the work (Section 4.3), as it may resem-
ble hand drawn artifacts, while smooth and accurate motions can
be easily identifiable as 3D-driven graphics. This is also verified
by seeing numerous artistic projects that implement both popping
and flickering, and the shower door effect as a stylistic choice.
(e.g. Gankutsuou with screen-space textures, and Loving Vincent,
a hand-painted animated movie).

Secondly we notice that style has an influence on perceived flat-
ness with some styles like line drawing inherently appearing more
flat. This has lead to improved results that can focus on controlling
only motion coherence and temporal continuity [CS16].

Regarding flatness, we see from the splatting example [Mei96]
that the perception of flatness is closely related to the sampling rate
and texture content of the visualized object. Additionally, the real-
istic textured apple scene and Breslav et al.’s [BSM∗07] dynamic
2D patterns generated an uncanny mix of 3D texture cues and flat-
ness under rotation. These exemplify that although flatness inter-
acts with the trade-off, it is mostly connected to the visual style and
human perception of the rendered object. Further understanding on
what operates as a depth cue for the HVS may allow decoupling of
this factor from the other two.

In summary, we believe that these are factors that surely inter-
act with each other given current approaches and implementations
of NPR algorithms. However, our experiments suggest that consid-
ering combinations of human perception and controllable stylistic
choices may lead to new potential avenues of research within tem-
poral coherence in NPR.
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