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Figure 1: Eyes and Mouths Detected by Our Three Fine-Tuned Models. From left to right, the images show inferences from our three trained
models: YOLOX-l, YOLOX-Tiny, and Faster R-CNN. YOLOX-Tiny outperforms the other two, while YOLOX-l produces false positives, and
Faster R-CNN fails to detect correctly.

Abstract
Automating facial expression changes in comics and 2D animation presents several challenges, as facial structures can
vary widely, and audiences are susceptible to the subtlest changes. Building on extensive research in human face image
manipulation, landmark-guided image editing offers a promising solution, providing precise control and yielding satisfactory
results. This study addresses the challenges hindering the advancement of landmark-based methods for cartoon characters
and proposes the use of object detection models —specifically YOLOX and Faster R-CNN— to detect initial facial regions.
These detections serve as a foundation for expanding landmark annotations, enabling more effective expression manipulation
to animate expressive characters. The codes and trained models are publicly available here.

CCS Concepts
• Computing methodologies → Interest point and salient region detections; Object detection;

1. Introduction

In the comic and 2D animation industry, production is heavily
dependent on artists delivering the respective keyframes. These
keyframes are consecutive drawings, either of the same scene with
minor differences or characters in new settings and emotions. We
will refer to the keyframes for comics as ‘strips’ in our text for clar-
ity. Focusing on characters’ faces, the changes in expression are the
most significant alterations, particularly in scenes depicting charac-

ters’ interactions. While the changes are minimal in these scenes,
artists are required to draw the frames nonetheless, a stage that has
the potential for automation to alleviate this burden.

Quality for the audience is of utmost importance in the final au-
tomation process, as they are sensitive to the subtle nuances of fa-
cial expressions for emotion recognition. Concurrently, the artists
require partial control on the process to determine the proper tar-
get keyframe with the exaggeration exhibited in cartoons. All these
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Figure 2: Results of YOLOX-Tiny detections on iCartoonFace & Monsters Inc. samples.

necessitate employing a channel that provides artists with enough
supervision to accurately edit character faces, leading us to the field
of guided image manipulation.

Recent advances in guided image editing have been substantial,
especially for human faces. These edits include but are not lim-
ited to age, hairstyle, skin tone and makeup. The dimensionality
of these edits can also include 2D and 3D, with 3D models fo-
cusing on mesh reconstruction of the human image and applying
the edits. The guidance is also diverse, and models can edit human
images with textual prompts, another human face, an art style, or
landmarks.

While these significant findings exist for human faces, and some
apply to stylized characters, exclusive studies on the cartoon do-
main are still sparse. There are many limitations when it comes to
this particular domain, most of which stem from the diversity of the
cartoon characters. These faces differ not only in art styles but also
in their facial features. Noting eyes, for instance, one can see that
the number of eyes and their shape and location diverges from the
regular face and from one character to the other.

This diversity prevents the use of human-based models since
those depend on facial similarity. In 3D editing, 3D Morphable
Models (3DMMs) [BV23] are widely used as the base mesh for
human faces, and the changes are then applied to these meshes, ren-
dering the mesh back to an image. In addition to a lack of a standard
shared mesh between all cartoon characters, rendering them back to
the image requires non-photorealistic rendering, which brings forth
a substantial research field.

Focusing on the 2D editing models, we narrow down the practi-
cal approaches for the cartoon domain based on the guides used for
editing. Finding the perfect text prompt that can alter a cartoon’s
face can be more time-consuming than drawing the keyframe.
Coming up with another face or expression that matches the artist’s
vision is not an optimal solution, specifically for exaggerated ex-
pressions. While drawing a sketch is plausible, it still requires a
longer time than a method that can pinpoint the target areas for
modification. Mask-based methods are more efficient than sketch-
based methods, but they lack a fine-grained control for details.
These limitations direct us to use 2D landmarks, enabling less erro-
neous editing by focusing on minimal points and small local areas.

With limited landmark datasets for characters and few studies

on their detection in unconventional faces, we take the first step
in identifying the eye and mouth areas for use in future land-
mark detection. By training two leading object detection models,
YOLO and Faster R-CNN, we determine the most accurate model
for detecting the targeted areas after fine-tuning. The trained mod-
els can serve as an initial step for landmark detection, facilitating
landmark-guided image editing for stylized faces.

2. Related Work

2.1. Landmark-Guided Image Editing

Most landmark-guided image editing models use a landmark im-
age as a constraint to generate a target face image with the desired
expression while preserving the identity of the source image. The
process involves extracting landmarks from the driving image and
using a conditional generator to create the target image with the
specified expression.

In the early works, such as those by Hu et al. [HWY∗18] and
Wu et al. [WZL∗18], landmarks are integrated with GANs to gen-
erate face rotations and facilitate re-enactments, respectively. This
approach has been widely adopted in subsequent research, with a
comprehensive summary provided by Nickabadi et al. [NFFM22].

Most recently, Ma et al. [MLW∗24] introduced expression-aware
landmarks, enhancing realism in animated portraits. Using Me-
diaPipe [LTN∗19] as the backbone for keypoint extraction, their
method is limited to faces that can be detected and analysed by the
API. However, it demonstrates promising results for human-like
stylized faces.

(a) YOLOX-l (b) YOLOX-Tiny (c) Faster R-CNN

Figure 3: Superiority of Faster R-CNN for instances closer to the
training domain.
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2.2. Stylized Face Datasets

We study the available datasets to understand the variety of
stylised face literature. Most large-scale datasets, like iCartoon-
Face [ZZR∗20] (∼400k images) and Danbooru [Ano21] (∼970k
images), focus solely on face detection and recognition. A dataset
with richer annotation is CCDaS [QPN∗23], which includes both
body boxes and faces for ∼140k images. Though these datasets
include a wide range of varieties in terms of metadata, resources
(such as cartoons, comics, merchandise), and characters, none in-
clude annotations solely for face landmarks, which is the focus of
this work.

On the contrary, feature and landmark detection has received sig-
nificant attention in the relatively close field of Caricature and Art
Faces. For caricature, we have WebCaricature [HLS∗17] and Cari-
catureFace [CGPZ21] and art faces are adequately covered by Art-
FacePoints [SMC22] and Artistic-Faces [YNS19]. Even so, these
datasets cannot be used directly due to their differences with the
domains of cartoons and manga.

One important seminal public dataset in this field is
Manga109 [MIA∗17], which consists of 109 manga volumes to-
talling 21,142 pages. This work has been expanded by further an-
notations over the years, notably a landmark annotation by Stricker
et al. [SAKI18] for 2,105 faces of the dataset. Lastly, StylizedFace-
Points [CMP24] is an admirable addition to the collection of land-
mark annotations containing 4,086 faces with 98 landmarks per
face. Regrettably, the dataset was not accessible when the exper-
iments were conducted.

3. Experiments

3.1. Data Pre-Processing & Models

Using annotated landmarks on the Manga109 [SAKI18] dataset, we
conduct experiments to detect eyes and mouths on faces. As the first
step, the landmarks must be transformed into bounding boxes, fol-
lowing the default setting of object detection models. Having all the
landmarks around the eye and mouth, we find the tightest bound-
ing box by determining these landmarks’ maximum and minimum
coordination. We extend this box by an extra 15% to increase cov-
erage and prevent losing data.

For our experiments, we use two renowned and widely adopted
object detection models that have previously been applied to
our target dataset, Manga109: YOLOX [GLW∗21] and Faster R-
CNN [Ren15]. YOLOX has been used for face and body detection
on the same dataset in works such as [Shi21] and [TYS22], while
Faster R-CNN has been reported to detect eye regions as a pre-
processing stage for redrawing [CBCW24]. Using these two as our
benchmarks, we fine-tune three models for eye and mouth detec-
tion: YOLOX-l (large), YOLOX-Tiny, and Faster R-CNN with a
ResNet50 backbone. As these models are all initially trained on the
COCO dataset—which does not include the ‘eye’ or ‘mouth’ cat-
egories explicitly—the comparison with non-refined backbones is
impractical, since the models would classify regions into the exist-
ing COCO classes.

All experiments were conducted on two Tesla V100-SXM2-
16GB GPUs, using their default implementations and instruc-
tions [Tor16, Meg25], with learning rates and preferred epochs set

mAP AP50
eye AP50

mouth AP75
eye AP75

mouth AP50:95
eye AP50:95

mouth

YOLOX-l 0.48 0.97 0.51 0.76 0.30 0.66 0.30

YOLOX-Tiny 0.57 0.95 0.84 0.71 0.54 0.62 0.52

Faster R-CNN 0.53 0.94 0.87 0.64 0.53 0.57 0.50

Table 1: AP comparison of all bounding boxes detected by fine-
tuned models.

as suggested by the authors. To preview the data labels and ex-
port samples in different detection formats, we utilised the Fifty-
One API [MC20], and kept the training, testing, and validation sets
consistent across all experiments. The hyper-parameters, training
logs, and fine-tuned models are available on the GitHub page.

3.2. Results

We summarise the results of our experiments after fine-tuning the
three models in Table 1 and Table 2. Table 1 compares performance
across models using variations of the Average Precision (AP) met-
ric, which is widely used in object detection tasks. For improved vi-
sualisation, we colour the cells relative to the values in their respec-
tive columns, with darker shades indicating better performance.
As shown in the table, YOLOX-Tiny consistently outperforms the
other two models. Although YOLOX-l and Faster R-CNN are de-
signed to perform better with larger datasets—given their number
of parameters and model complexity—YOLOX-Tiny shares a sim-
ilar structure with YOLOX-l but is optimised with fewer parame-
ters for smaller datasets, resulting in its superior performance (Fig-
ure 2).

Being strong models by themselves, YOLOX-l and Faster R-
CNN show their strengths in particular cases. For instances closely
aligned with the training dataset’s domain, Faster R-CNN achieves
higher confidence in the predictions, demonstrating its ability to
learn the training domain while highlighting its limitations in gen-
eralizing to unseen instances (Figure 3).

Table 2 compares the number of false positives (FP), false neg-
atives (FN), and the FP/FN ratio. YOLOX-l exhibits lower aver-
age precision in the tests due to a higher number of false posi-
tives. Although increasing the number of detections can improve
the chances of correct identifications and assist with the initial
dataset annotation, the inconsistency of the results suggests that
the model requires human supervision (Figure 4). YOLOX-Tiny
achieves the best FP/FN ratio, with the lowest number of FPs and a
fairly acceptable number of FNs.

Eye Mouth

FP FN FP/FN FP FN FP/FN

YOLOX-l 1372 10 137.20 822 22 37.36

YOLOX-Tiny 138 19 7.26 133 29 4.59

Faster R-CNN 189 17 11.12 214 18 11.89

Table 2: FP, FN and FP/FN comparison of bounding boxes de-
tected by fine-tuned models per category.
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(a) Success case (b) Failure case

Figure 4: YOLOX-l success and failure cases with the increased
number of bounding boxes (the blue and green boxes represent eye
and mouth detections respectively).

4. Limitations

The most significant limitation is the scarcity of annotated datasets
and the similarity exhibited in most of them. Although the trained
model performs well in detecting eyes and achieves acceptable re-
sults for mouth detection, these results are all based on a limited
dataset of only 2000 images of black-and-white manga faces. Fur-
thermore, upon examination, we found that none of the faces con-
tained occlusions, which are crucial factors in object detection.

5. Conclusion & Future Work

Despite the limitations, the satisfactory results motivate us to pur-
sue this problem further. For future work, we plan to explore other
approaches used in object detection, such as domain adaptation.
These methods would allow us to leverage existing datasets with-
out the need for additional annotation. If annotated data is required,
the trained models presented in this paper can significantly aid in
dataset collection by providing initial detection. All these efforts
contribute to the broader goal of enabling guided face-image edit-
ing for stylized characters, ultimately equipping artists with a valu-
able tool to assist their work.
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