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Fig. 1. Crowd simulation where the focus point is depicted in red. Agents in green are inside the foveal
region, and fully animated. Red and gray agents have a reduced animation rate according to their distance.
Non-highlighted agents are not animated.

Foveated rendering techniques have seen recent development with the advent of commercial head-mounted
displays with eye-tracking capabilities. The main drive is to exploit particular features of our peripheral vision
that allow optimizing rendering pipelines, which allows using less computational effort where the human
visual system may be unaware of differences. Most efforts have been focused on simplifying spatial visual
detail on areas not being focused on by adjusting acuity of shading models, sharpness of images, and pixel
density. However, other perception pipeline areas are also influential, particularly in certain purpose-specific
applications. In this paper, we demonstrate it is possible to reduce animation rates in crowd simulations up
to a complete stop for agents in our peripheral vision without users noticing the effect. We implemented a
prototype Unity3D application with typical crowd simulation scenarios and carried out user experiments to
study subjects’ perception to changes in animation rates. We find that in the best case we were able to reduce
the number of operations by 99.3% compared to an unfoveated scenario, with opportunities for developments
combined with other acceleration techniques. This paper also includes an in-depth discussion about human
perception of movement in peripheral vision with novel ideas that will have applications beyond crowd
simulation.

CCS Concepts: • Computing methodologies → Animation; Perception; Virtual reality; Simulation by
animation.

Additional Key Words and Phrases: Perception, Animation, Foveated techniques, Virtual Reality

1 Introduction
The main drivers for development in computer graphics techniques for high performance ren-
dering have always been the video games and entertainment industries. When coupled with the
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popularization of virtual reality (VR) applications using head-mounted displays (HMD), the re-
quirements for interactivity have recently been made even tighter. The extra rendering costs in
these devices, increased pixel density, and lower tolerance to latency have pushed researchers into
developing specific techniques tailored to these devices. Our understanding of the human visual
system (HVS)[Hubel 1982; Tanaka 1996], its statistical behavior in the periphery [Rosenholtz et al.
2012], and its lack of ability to resolve fine detail outside the fovea [Rosenholtz 2016; Strasburger
et al. 2011] allowed the development of foveated rendering techniques [Patney et al. 2016; Walton
et al. 2021; Wang et al. 2020]. The most popular approaches focus on computing graphics in the
periphery using a smaller number of samples [Guenter et al. 2012; Li et al. 2021; Patney et al.
2016] resulting in lower bandwidth and computation in these areas when shading [He et al. 2014]
or processing geometry [Murphy and Duchowski 2001]. While this is the most suitable point
of optimization for general-purpose applications, some of our understanding of the HVS can be
applied to other areas of the pipeline which are stressed in certain contexts.
In this paper we focus on exploring the perception of adaptive animation rates on crowd sim-

ulations. We propose the concept of foveated animations; adaptive rate of on-screen animations
in the viewer’s periphery to achieve the same effect: save system resources without the user ex-
perience being impacted. We found that the way our peripheral vision reacts to visual crowding
[Rosenholtz 2016; Strasburger 2020] where stimuli are grouped and perceived statistically can be
heavily exploited when rendering animated crowds. When thousands of characters need bone
transformations, blending, and other factors calculated per frame, one can skip these operations
without any impact to the user experience if using the appropriate level of foveation. While work
has been done to optimize animation costs [Beacco et al. 2016; Dong and Peng 2019; Toledo et al.
2014], there is yet to be any research on utilizing gaze information to optimize this process without
perceived loss of quality.
To explore this approach we implemented a Unity3D prototype of a crowd simulation using

typical scenarios, where we adaptively change the animation update rate based on the distance
to the focus point. We carried out user studies in both a VR scenario and in a flat screen with a
protagonist character to be followed. Using a staircase protocol we determined the validity of our
hypothesis, the appropriate levels of foveation for each scenario, and how it relates to our current
understanding of the HVS. Our performance analysis shows that we are able to reduce the number
of operations to up to 99.3%, which can provide significant efficiency gains in rendering systems for
crowd simulation. We also studied the effect of crowding and organized movement in perception of
small scale movements in the periphery. We present an in depth discussion and evidence about the
role of visual pooling in this context, that is novel in the community to the best of our knowledge.

In summary, our contributions are: (1) An open source Unity3D prototype demonstrating foveated
animation in a crowd simulation environment. (2) User studies validating the hypothesis, describing
the estimated foveation levels for each scene and setting. (3) Performance evaluation measuring
the potential gains of using this approach. (4) Novel discussion on peripheral perception of small
scale movements in different settings.

2 Related work
The aim of our work is to exploit knowledge from human perception to accelerate crowd rendering
in computer graphics pipelines. This section reviews the related work to these topics in order to
proper motivate our hypothesis.

2.1 Perception in Computer Graphics
It is commonly known that, for humans without particular visual impairments, visual acuity is
higher in the areas where we focus our eyes. In the central area of our retina lies a region called the
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fovea which is only approximately 5◦ wide [Strasburger et al. 2011]. Here, we have much higher
concentration of photoreceptor cells (cones) responsible for our photopic vision (used in well lit
circumstances and allowing color distinction). This falls off significantly outside of the foveal region,
while not approaching zero [Anstis 1974]. Similarly, our contrast sensitivity also reduces, due to the
lower density of rods which are responsible for our scotopic vision [Legge and Kersten 1987]. This
has been used to support the usual description that our peripheral vision is “blurry”, as there is a
lower concentration of both cells, thus lower sampling density, and more “interpolation”. Aubert
and Föster [Aubert and Förster 1857] stated that our ability to discriminate oriented details scales
roughly linearly with eccentricity. This is the notion that was traditionally exploited in popular
foveated rendering approaches.
Gaze-contingent graphics have been considered for optimizing rendering pipelines since eye-

trackers have been able to provide interactive results. Early on, Levoy and Whitaker [Levoy and
Whitaker 1990] explored them in the context of volume rendering, where different mipmap levels
could be used to compute the algorithm, based on visual attention. This idea tracks naturally to
other rendering pipelines such as raytracing, where the sampling rate of rays can be adjusted
according to eccentricity [Fujita and Harada 2014; Wang et al. 2020; Weier et al. 2016]. Simplifying
geometry in a gaze-contingent manner was also explored [Murphy and Duchowski 2001; Ohshima
et al. 1996], but these works are focused on increasing efficiency using traditional quality trade-offs,
not focusing on a close perceptual match.
Guenter et. al [Guenter et al. 2012] introduced the idea that more closely tracks with current

popular approaches of foveated graphics in rasterisation pipelines, where sample/pixel density is
lower in the periphery. This has been further explored to be content-based with adaptive sampling
[Stengel et al. 2016; Vaidyanathan et al. 2014], to counteract our loss in contrast sensitivity [Patney
et al. 2016; Tursun et al. 2019], to consider image degradation when seen through HMDs [Hoffman
et al. 2018], to cater for eye-dominance. [Meng et al. 2020], and to minimize distortion artifacts in
deferred pipelines [Li et al. 2021; Meng et al. 2018].

However on a closer inspection, while the correlation raised by Aubert and Föster [Aubert and
Förster 1857] holds and we see with less accuracy, our vision is not simply described as “blurry”
by vision science. In fact, one way to describe it is that the visual cortex will use differently sized
pooling regions according to eccentricity to process differently oriented stimuli [Carandini et al.
2005; Hubel 1982; Tanaka 1996]. This indicates that the behavior is more statistical in its nature
[Rosenholtz et al. 2012], meaning that while we are not able to discern particular details, we can
see changes in their statistical distribution [Freeman and Simoncelli 2011; Ziemba and Simoncelli
2021]. An in-depth description of our peripheral vision has been covered in detail in the survey by
Strasburger et al. [Strasburger et al. 2011]. These findings motivated future developments in foveated
rendering, where statistical behavior in the periphery is reproduced to more closely replicate the
frequency content of the original images, [Tariq et al. 2022; Walton et al. 2021] approaching the
ventral metamerism studied by Freeman and Simoncelli [Freeman and Simoncelli 2011].

Another way to describe this statistical behavior in the periphery is looking at what is called in
vision science the “crowding effect” [Rosenholtz 2016; Strasburger 2020]. In summary, our ability
to discern individual elements has not only to do with their size and correlation with the size of
the pooling regions in our visual cortex, but highly relates to the surroundings of the element we
are trying to distinguish [Greenwood et al. 2009]. This consideration is one the main drivers for
the work we present in this paper. It is safe to assume there will be crowding in the periphery in
a typical crowd simulation scenario, and omissions in visual detail in the form of movement will
be tolerated in the periphery. Supporting this hypothesis, we see the study from Krajancich et al.
[Krajancich et al. 2021] describing levels of flicker ( i.e. temporal variations in oriented signals) in
the periphery that subjects would not perceive. Also Tariq and Didyk [Tariq and Didyk 2024] used



9:4 Stancu et al.

oriented Gabor patches in the periphery to correct a mismatch in motion perception introduced by
blur. This further supports that we are able to perceive movement in the periphery, but just up to a
certain scale, which matches the size of the chosen Gabor patches.

2.2 Virtual Crowds
Our work focuses on speeding-up existing frameworks for visualizing crowds, with the goal of
accelerating any existing framework to support real-time, larger scale crowds. For completeness,
we first define what virtual crowds are, and then overview related work in this area.

A crowd is a collection of independent, self-actuated agents [Kapadia et al. 2016]. Each agent has
individual navigational goals in this shared environment. Agents share the same environment, where
they interact and collide with each other. Agent movement is controlled by a navigation algorithm,
which needs to ensure that an agent progresses towards its goal, while avoiding collisions [Weiss
2023]. In addition to navigation behaviors, agents may be animated to depict leg, hand, and other
body movements to enhance realism of the virtual crowd. Such animations can then be captured
and rendered in various styles, ranging from simplified pixels to matching real-world pedestrians.
For example, Yin and colleagues used a VR approach to replicate a single person’s motion to create
a crowd [Yin et al. 2022]. Thus, methods for creating virtual crowds are typically composed of
distinct frameworks – simulation [Van Toll and Pettré 2021], animation [Lemonari et al. 2022]
and rendering [Beacco et al. 2016], all working together to create the illusion of a realistic, virtual
crowd.

For speeding up the visualization of crowds, one popular attempt is to use impostors [Aubel et al.
1998], where complex geometry is replaced by flat billboards, and can be perceived as acceptable
in simple scenarios where photorealism and lighting interactions are not crucial. Toledo et al.
[Toledo et al. 2014] adapt existing Level-of-detail (LOD) techniques to specific crowd scenarios,
using acceleration structures to simplify both geometry and animation chains for elements not in
the main plane (e.g. background actors, partially occluded). A more modern approach resorts to
instancing of individual elements to minimize the amount of processing [Dong and Peng 2019]. For
a detailed review of these techniques we recommend the survey from Beacco et al. [Beacco et al.
2016].
To the best of our knowledge, foveated animation has only been recently explored for fluid

simulation [Wang et al. 2024] with success, but not for crowds. We believe crowd simulation differs
from this perceptually due to the nature of the stimuli (rigid, oriented motion), but at a larger scale
crowd movement is comparable to a fluid. We hypothesise crowds and fluids may have similar
visual pooling properties.

3 Methods
We pose the hypothesis that small scale movement (rigged animation updates) can be simplified
or omitted entirely if not under the users’ foveal vision. We consider here the "critical flicker
frequency" (CFF) [Hartmann et al. 1979] where our perception to flicker in the periphery is higher
than in the fovea, peaking at 20-50 degrees [Sinha et al. 2017]. When reducing animation rate in the
periphery, this may be perceived as flicker by the subjects in immediate peripheral vision. This may
be noticeable to users of headsets and displays, and be considered "lower quality". This has recently
been revisited in work from Krajancich et al. [Krajancich et al. 2021] proposing an accurate model
for different sized spatial variations at different eccentricities. Their work proposes that bandwidth
savings can be seven times higher than current spatial foveation models.
While it is possible to design a solution that calculates the spatial frequency of particular

animation updates and reduce them accurately to not go over the CFF threshold, we postulate
that the crowding effect in our focused scenario (crowd simulations) allows us to take a simplistic
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approach of reducing animation rate with eccentricity, or not performing animation updates in
users peripheral vision, where lack of small scale movement is masked by large scale peripheral
movement of crowds, allowing larger reductions of computation time.

This section will outline our design, implementation, and prototype.

3.1 Solution design
Given the target frame-rate𝑅𝑡 of our application we calculate each individual agent target animation
rate 𝑅𝑖 based on their screen-space distance to the target. The foveal area 𝑎𝑓 is discounted from the
calculations so all agents in this region are fully animated. Given an agent’s position 𝑝 (center of its
bounding box), and the focus point’s 𝑝0, and a foveation factor 𝛼 the Dynamic foveation animation
rate is calculated as:

𝑅𝑖 =
𝑅𝑡

𝑚𝑎𝑥 (1, 𝛼 · | |𝑝 − 𝑝𝑜 | |2 − 𝑎𝑓 )
(1)

Fig. 2. Full-stop behavior, where agents outside the
fovea are not animated.

Previous work [Krajancich et al. 2021] fits a
quadratic function in the perception of flicker
after passing the critical area. Following their
work closely, one would accept introducing
flicker near the fovea, but given our context, we
cannot decrease animation rates in the fovea, as
subjects would be easily aware of the reduction.
Our solution matches with their description in
that we do not apply any animation reduction
inside the foveal area 𝑎𝑓 , and model the reduc-
tion quadratically past that. Controlling these
two variables 𝛼 and 𝑓𝑎 we are able to adjust
these parameters depending on the evaluated
scene, as the screen-space size of the flickering
effect (small scale skeletal animation) will be
varied, and one’s sensitivity to it is dependant
on this [Krajancich et al. 2021]. An example can
be seen in Figure 1,
To fully test our hypothesis of completely skipping animation updates for peripheral agents

which we will refer to as Full-stop for the remainder of this paper, we simply set 𝑅𝑖 to be zero
outside of 𝑎𝑓 , and control 𝑎𝑓 as our only foveation factor. An example can be seen in figure 2

3.2 Prototype
To evaluate our hypothesis, we developed a prototype using Unity3D (version 2022.3.19f1, built-in
RP), given its ease-of-use for replicability purposes by the academic community, as our main goal is
to test our foveated animation hypothesis. The techniques used here can be easily ported to other
systems or engines, particularly ones with more advanced crowd simulation mechanisms.

The foveation rate is calculated centrally and set to each agent at the beginning of a frame using
equation 3.1. Given that Unity3D takes control of most of the animation updates, we have to opt
for manual control with coroutines using the PlayableGraph “Evaluate” at the designated times.
On a more flexible rendering system, further optimizations such as batching in evaluation can be
easily incorporated.



9:6 Stancu et al.

(a) Square Marathon (SM) (b) Parallel Columns (PC)

(c) Intersecting crowds (IC) (d) T-Intersection (TI)

(e) Wander crowd (WC)

Fig. 3. Scenes used by our experiments.

Agent navigation was implemented using Unity’s built-in NavMesh system, for a set of different
scenes pictured in Figure 3. For the “Wander Crowd” scene, each agent is given a random target in
the area and a new one when that is reached, after a brief pause. For all the other scenes, each group
of agents is given alternating targets in the scene (represented by cubes or cylinders), creating
the desired behaviors. These alternative scenes were included in order to study the effect of our
approach with organized movement which is also common in crowd simulation.
Our prototype was extended to VR by using the Unity3D OpenXR SDK and SRAnipal for eye-

tracking.

4 Evaluation
We carried out two user studies to evaluate our hypothesis: a structured flat screen test where
subjects follow a protagonist character using a chin rest, and an HMD test using an eye tracker.
We recruited 12 participants from student and staff body at our institution, all with perfect or
corrected vision. We did not need to control for demographics as we did not expect any effect
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on low-level vision [Shaqiri et al. 2018], and experience with virtual reality applications was not
required. Tests were carried out all in the same workstation (Intel(R) Core(TM) i7-14700, 32GB
RAM, NVIDIA GeForce RTX 4080 SUPER) and headset to ensure the same viewing conditions for
all participants. Ethical approval was obtained through our institution’s ethics body (EPS FREC -
2024 2118-2512). All participants were briefed and signed an informed consent form, and were free
to stop the experiment at any stage before completion.

4.1 Study 1: Flat screen
The goal of this first studywas to assess in a structuredmanner the appropriate foveation parameters
for each type of scene. We test two different hypotheses here. First, scenes with a higher “crowding
effect” with the main example being “Wander crowd” will show higher tolerance for foveation, since
it will be less likely that an agents get separated from the group. Secondly, scenes with structured
movement will have lower thresholds due to a decreased crowding effect in the movement direction.
In a similar way to what was observed in [Ziemba and Simoncelli 2021] where a texture of a
different family was more easily detected in our periphery, we aim to see if character animation
or the lack of it is more easily spotted in the periphery if the character is part of a unit moving
in a similar direction. This study also evaluates the case where a crowd simulation is not being
visualized in a VR setting, but has a protagonist agent which is the point of attention for the user.

The study setup can be seen in Figure 4a. Participants used a chin rest placed at 58cm from
the screen to ensure similar viewing conditions throughout subjects. First, participants were
briefed with a sequence of short videos to demonstrate what a lowered animation rate looks like
visually, followed by a foveated and an unfoveated video, where they were free to look around and
identify what was the effect they were trying to detect. Participants were instructed to follow the
protagonist character (rendered in red), and use the space bar to notify detection of foveation with
their peripheral vision, not while looking around.

In order to test both our hypotheses, users were exposed to all five scenes twice; once with the
Full-stop approach and once with the Dynamic foveation, with the order alternating with each
participant to prevent learning effects. We followed a staircase protocol for this study in order to
minimize false positives. This is depicted in Figure 4b. The settings for each test progressed as seen
in Table 1, with the foveal area 𝑓𝑎 calculated as pictured in Figure 4a spanning 5◦ of our visual field
[Strasburger et al. 2011]. The radius of 𝑎𝑓 can be estimated by 𝑟 = 𝑡𝑎𝑛(2.5◦) ∗ 58𝑐𝑚 ≈ 2.5𝑐𝑚, which
then is used relatively to the physical display size to calculate the 𝑎𝑓 ≈ 0.072 which is rounded up
to 𝑎𝑓 = 0.08 (measured as a percentage of the screen) value used for Dynamic foveation, as this
area will be larger towards the ends of the display.
Each scene started with a control setting of no foveation. Participants signaled seeing the

foveation effect by pressing the space bar, and clicking the area where the effect was seen. This
was used to detect and discard false positives. When valid detection happened twice at the same
setting, subjects were moved to the next scene.

To ensure equal performance and simulation conditions for all participants, all test scenes were
simulated and recorded to be displayed to participants during the experiment. Three alternate
recordings at each detection were used so "redetecting" the foveation effect did not equate to
simply seeing the same stimuli, but a perception of the foveation level itself. All participants were
observed by the experiment manager to ensure instructions were being followed and ensure validity
of responses. After the experiment participants were informally asked for comments and their
impressions on both approaches, and what stood out the most.
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(a) Setup for flat screen test. Users used
a chin-rest to provide a fixed distance to
the display.

(b) Procedure for staircase protocol depicted for a foveation
level 𝑖 ∈ {0, 11}. Each scene was played until foveation was
detected twice at the same level, with users notified of false
inputs.

Fig. 4. Flat screen test details

Table 1. Staircase protocol settings. 𝛼 values used for Dynamic foveation with the estimated 𝑎𝑓 = 0.08, and
varying 𝑎𝑓 values for the Full-Stop approach.

Stage 0 1 2 3 4 5 6 7 8 9 10 11
Dynamic foveation 𝛼 0 0.1 0.3 0.5 0.7 0.9 1.1 1.3 1.5 1.7 1.9 2.1

Full-Stop 𝑎𝑓 Inf 0.3 0.25 0.2 0.15 0.1 0.05 0 - - - -

(a) Full stop results (b) Dynamic foveation (c) Distance of foveation detected

Fig. 5. Results of the Flat screen Study. Foveation stages described in Table 1. Connected with a line are pairs
with a statistically significant difference. Distance of detection for both approaches in all scenes listed in
Normalized screen distance. Details in Section 4.1.1

4.1.1 Results. Results of our study can be seen in Figure 5, which reports the foveation stage in
which each effect was noticed. We carried out a pairwise Wilcoxon signed rank test to test for
statistical significance, as we did not assume a normal distribution on our data.

For the Full-stop approach, we found statistically significant differences between the pairs TI-IC
(𝑝 = 0.05), WC-SM (𝑝 = 0.1), WC-PC (𝑝 = 0.025) and WC-IC (𝑝 = 0.01). For Dynamic Foveation,
we found statistically significant differences between the pairs TI-SM (𝑝 = 0.05), TI-IC (𝑝 = 0.005),
WC-SM (𝑝 = 0.005), WC-PC (𝑝 = 0.005), WC-IC(𝑝 = 0.005) and WC-TI(𝑝 = 0.025).

Figure 5c shows how far from the protagonist has the user clicked to indicate where the foveation
effect was noticed. For both approaches, detection tended to happen closer to the fovea, with a
higher spread towards the periphery for the Dynamic Foveation approach.
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4.2 Study 2: HMD
After the first study was completed, we carried out an unstructured experiment using an eye-tracked
HMD (Vive Pro Eye). The goal of this study was to evaluate the feasibility of this type of application
under an eye-tracked scenario where practical limitations such as the speed of the eye-tracker
compared to saccadic eye movement could potentially expose the users to characters with imperfect
animations for short windows of time.

Fig. 6. Average foveation setting during the VR experi-
ment.

After performing eye-tracking calibration,
participants were shown the “Wander crowd”
scene from a similar point of view to the
flat screen test, and allowed to look around
freely. Participants were shown the initial
foveation settings using the sphere gyzmos
seen in Figure 1, also to verify correct func-
tioning of the eye tracker. Dynamic foveation
was then increased until participants could
tell an effect was happening, and similarly
for Full-stop, 𝑎𝑓 was decreased until the ef-
fect was noticed. At the end of both stages,
participants were shown the gyzmos to re-
veal the effect on the characters in the
screen. Values for both steps were regis-

tered, and participants were informally interviewed about their experience with the HMD.

Table 2. Average values for 𝑎𝑓 and 𝛼

for both approaches.

Full-stop Dynamic Foveation
0.12 7.7

4.2.1 Results. Summary of results can be seen in Table 2, de-
picting the typical stages where subjects said to be comfortable
with foveation levels, and no effect was being detected. It’s im-
portant to note that the scale of values for the VR experiment
are distinct from the flat screen test, due to the calculation of
𝑎𝑓 = 0.08 being dependent on the physical setup used, and
distance to the screen.
Figure 6 shows an instance of the VR simulation and its viewpoint with the average settings

detected with the user study.
Participants noticed delays in the eye-tracking, which would reveal non-animated characters for

brief windows of time. It came up hesitantly most times (e.g. “I thought I had seen something”), as
the focus point quickly started animated, and subjects would second guess their perception. When
briefed about what was happening, all participants agreed that the delays were not detrimental to
a useful user experience of observing crowd behavior.

4.3 Performance Evaluation

Fig. 7. Animation updates per stage.

We evaluated the performance of the prototype in
each of the settings of our staircase protocol seen in
Table 1. Results can be seen in Figure 7, for a scene
of 1500 charactess, always in view of the camera in
our “Wander crowd” scene.

As mentioned in Section 2, many approaches for
accelerating both crowd simulations and animation
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updates exist. We opted for a Unity3D implementa-
tion to allow replicability of our study by the com-
munity, while being aware of existing limitations
on controlling how efficiently animation updates
are handled, and uncertainty in the estimated cost
of such operations. Thus, we measured number of

animation updates, which can be objectively analyzed and applied to more efficient animation
systems, and scaled to more complex and detailed rigs.
If we take the median parameter for this scene as a representative value, Dynamic foveation

reduces the number of animation updates by 78.7%. Full-stop will reduce this number by 99.3%. We
noticed just a marginal reduction in frames-per-second in our prototype implementation, due to
the lack of direct control of object updates.

5 Discussion
The results from both our studies confirm our base hypothesis: foveated animations are a viable
approach to reducing costs on rendering of crowd simulations with no impact to user experience. In
this section we will discuss in detail the different aspects of our evaluation: Foveation and Crowding,
Perception in organized movement, Critical Flicker Frequency, Applications and future work.

5.1 Foveation and Crowding
We found statistically significant results that the tolerated level of foveation in our “Wander crowd”
scene is larger than in scenes with organized movement, the exception being WC-TI in the Full-stop
approach. This confirms both our first hypothesis raised in Section 4.1, that crowding behavior
allows us to greatly mask the lack of small scale animations by individual characters. This is a
similar effect to what was seen in the perception of textures in a subject periphery under crowding
conditions [Ziemba and Simoncelli 2021]. This is novel evidence that we present that this effect
is also applicable to the perception of movement. The lack of significance between WC-TI can
be explained by groups in TI being more widely spread, making detection of foveation more
challenging, thus closer to the thresholds found in WC.

ForDynamic Foveation, we are able to take it to the highest setting in our test, which is significantly
higher than for all other scenes. Moreover, in the VR study where users were subject to an eye
tracker, Figure 6 shows that agents outside of the foveal region are animated at between 5-10Hz
(see Figure 1 for a comparison of a normal falloff for foveation), and that was still tolerable by users.

In the Full-stop approach, the median foveation level represents 𝑎𝑓 = 0.1, which is close to our
estimate of 𝑎𝑓 . Having also in mind the median detection distance of 0.2, we can state that the
foveation effect was noticeable mostly on stimuli close to the foveal region, where pooling regions
are effectively smaller. Figure 8 shows three cases of foveated agents separated from a group, which
led to their detection at between 0.1 and 0.2 nsd. This allows us to recommend that future works
should have crowd density as a key variable to determine the foveation factor.

5.2 Perception in organized movement
For our scenes which displayed organized movement, we hypothesized that lower thresholds
would be found due to the a decreased crowding effect in the movement direction; i.e. small scale
movements and the lack of them would be more noticeable in the periphery, as they are not
being masked by the crowd’s erratic behavior. We found lower thresholds in these scenes, with TI
performed significantly better than IC for the Full-stop condition, and than SM and IC for Dynamic
foveation. While this data may support our hypothesis, our observations from the study trials
motivate a distinct reasoning.
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Fig. 8. Three cases where detected foveated agents are close to the fovea due to smaller pooling regions.

All subjects were shown a control scene of no foveation as the first step of each trial, and
multiple cases of false positives were observed. Following the protocol in Figure 4b, users were
notified of this, and restarted the task. This was noted in 9 out of 12 participants for the organized
movement tasks, with some repeatedly going through false detections, and expressing out loud their
certainty of having seen lack of movement. This indicates that organized movement may induce
pooling of its understanding in periphery as a single “large scale” flow. We can draw a parallel
to how high frequency content is masked by our lower spatial acuity in peripheral vision, and is
popularly explored in foveated rendering approaches [Walton et al. 2021]. Considering the work
from Krajanchich et al. [Krajancich et al. 2021], we may state that the smooth animated movement
from limbs would fall below CFF. In simpler terms, we may not be able to see this movement or the
lack of it in our periphery.
We can thus hypothesise that lower thresholds may have been found as users were not seeing

movement in the periphery not because they noticed something missing, but because they are
not able to perceive them, and they were instructed to notice that for this experiment. Future
experiments should look further into scenes of organized movement using eye tracking software to
verify users perception in a similar way to our second study did for a crowd scenario.

5.3 Critical flicker frequency
As seen in Figure 5c detection of Dynamic foveation happened still consistently throughout the
mid fovea (Q3 = 0.5nsd). Seeing that foveation settings for this approach were still found to be
reasonably high, with WC having the median user detecting at the highest setting, we can state
that agents being sparsely animated would go beyond CFF which peaks in 20-50 degrees [Sinha
et al. 2017].
This was confirmed in our post experiment interviews, where subjects stated flicker was more

“disturbing” to the experience, and easily noticed. In a similar fashion, going from being non
animated to starting animation in the Full-Stop also raised the attention from subjects in the post
interview questionnaire, albeit harder to detect as it was a single instance of flicker, after which the
character would be smoothly animated.
Looking at the performance gains in using the Full-Stop approach, and the challenges that

allowing high dynamic foveation to not exceed CFF in our peryphery, we believe it is the best
approach for crowd simulation due to its simplicity, performance gains, and having negligible
impact on the user experience.
Future work in dynamic foveated approaches should include careful analysis of what is the

screen space frequency impact of updating animations for a given object. In scenarios beyond
crowd simulation, or when presented with closer perspectives of characters, humans may still
have relatively accurate understanding of non verbal communication cues (e.g. faces, hands) due to
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their anthropological importance. In such scenarios, not animating might be still noticeable in the
periphery, and dynamic or selective approaches need to be investigated.

5.4 Applications for crowd simulation
The approach presented in this paper has not only the advantage of decreasing the number
of animation update operations, which naturally scale with the number of characters, and the
complexity of the 3D model at hand. More interestingly, it allows existing acceleration techniques
for crowd simulation to be deployed more efficiently. A smaller number of impostors [Aubel et al.
1998] would be required, considering they can be non-animated in the periphery, and would need
a lower update frequency. On a similar note, instancing [Dong and Peng 2019] can be done more
agressively by reusing characters with a similar position in their current animation rig. Further
studies on foveated LOD could be performed [Toledo et al. 2014], where similar approaches to
distance-based LOD could be applied to eccentricity-based techniques.

Beyond pairing foveated animationwith the aforementionedmethods, future work should explore
other scenarios with more complex movement and agent interactions which may be noticeable
through our peripheral vision, as organized movement can happen in key scenarios for crowd
simulation such as evacuation studies. Better understanding of what type of large scale behaviors
will allow masking of animation updates will be key to deploying this approach to a wider array of
scenarios.

6 Conclusion
This paper proposes and validates the concept of foveated animations for crowd-simulation sce-
narios. Through two user studies covering varied scenarios, we demonstrate that it is preferable
to not animate characters outside the foveal region, with special attention to parafoveal regions
where pooling regions in our visual cortex are still small. Our hypothesis was validated through an
experiment with an eye-tracked HMD, where users were not deterred by current limitations of
current eye tracking technology. Thus, we demonstrate that it is possible to reduce the number
of animation updates in up to 99.3% with no impact to the user experience. We believe this work
paves the way for new innovations on acceleration techniques in complex crowd simulation.

This work also provides compelling evidence for further research in perceptual graphics, and our
understanding of the Human Visual System. Building on findings of previous works [Krajancich
et al. 2021; Sinha et al. 2017], we demonstrate that although counterintuitive, it is better to not
animate characters in the periphery due to our increased sensitivity to flicker of a certain frequency
in our immediate peripheral vision. Moreover, we verified pooling behavior in the perception of
organized movement in our periphery, which has the ability to mask our perception of small scale
movement, inducing ventral metamerism between foveated and unfoveated scenes. This novel
understanding of the HVS will motivate further research in the field of crowd simulations and a
new generation of motion-foveated applications.
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